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Abstract

This research aimed at classifying renal failure diseases whether
acute renal failure (ARF) or chronic renal failure (CRF) based on
linear discriminant analysis (LDA). The research was carried out by
collecting data from patients with renal failure at Tobruk Medical
Center (TMC). The sample was composed of 461 cases of renal
failure, 238 cases of them were acute renal failure and 223 cases
were chronic renal failure taking into account a set of crucial factors,
including age, fasting blood sugar, urine, etc. The discriminant
function analysis was applied using the R programming language.
The study revealed that the linear discriminant analysis classified
the two types and indicated that the variables with the highest impact
on renal failure were creatinine and fat blood sugar. Also, the LDA
was highly precise in classification, where 88.5% of the sample was
classified successfully, which means a small error rate of 11.5%.

Keywords: linear Discriminant  Analysis, renal failure,
classification.
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Introduction

Discriminant analysis is used to describe or elucidate the variables
as well as differences between two or more groups. The goals of
descriptive discriminant analysis include identifying the relative
contribution of the p-values to the separation of the groups and
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finding the optimal plane on which the points can be projected to
illustrate the configuration of the groups in the best way [1].

The nature of the discriminant analysis is exploratory. In addition,
linear discriminant analysis as an instrument for separating groups
Is used to discover cases of differences when the causation is not
defined [2].

This study, in turn, focuses on using linear discriminant analysis to
classify acute renal failure (ARF) and chronic renal failure (CRF),
which would help doctors and others who are concerned about renal
failure diseases.

Literature review

1-Pohar and Blas (2004): The study included a comparison between
linear discriminant analysis (LDA) and linear logistic
discrimination analysis (LLD) by simulation. The study shows that
linear discriminant analysis is used when the variable is normally
distributed. However, the linear logistic discrimination analysis is
applied when the sample space is small and the normality of the
variable is not conditional. In addition, the results show that the
results for both methods are nearly equal [3].

2- Roush and Kelly (2009):This study aimed to compare linear
discriminant analysis (LDA), linear logistic discrimination analysis
(LLD), LDA based on rank, and mixture discriminant analysis
(MDA), depending on studying Monte Carlo simulation. The study
found that linear discriminant analysis and linear logistic
discrimination analysis have the same accuracy of classification. In
addition, the result shows that mixture discrimination analysis is
more accurate in classification, especially if the data is not normally
distributed. Furthermore, LDA based on rank is the most accurate
classification over linear discriminant analysis and linear logistic
discrimination analysis [4].

3-Abdul Hussein (2019):The study was designed to discriminate
between two groups (infected and non-infected) by heart diseases
using Mahalanobi’s formula D2.In addition, the researcher derived
a role from Mahalanobi’s formula for discrimination named
with R,2.The research concluded that Mahalanobi’s formula is
important for discriminating between two groups[5].
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Medical aspect

Kidney is an important vital principle in the human body that
abstracts products from the blood, such as nitrogenous waste, and
exogenous molecules, such as drugs, in addition to regulation levels
of electrolytes, participated in the synthesis of erythropoietin
hormone and Metabolism of proteins that are low molecular weight,
such as insulin.

Renal failure is defined as the feebleness of the kidney to achieve its
excretion function, which causes the preservation of nitrogenous
waste products from the circulation.

The renal failure was divided into two parts

1- Acute Renal Failure (ARF): This type is reversible and is intimate
when the kidneys occur suddenly in the blood supply or in cases of
toxins overload, and this will lead to loss of kidney function
unexpectedly. Several factors may cause Acute Renal Failure, 60%
of cases are caused by Hypotension, sepsis, haemorrhage, failure
oftheheart or liver, and several drugs. These factors known as
Prerenal. Approximately 35% of cases produce from extended
prerenal failure which brings about an episode of acute tubule
necrosis.Another causes acute interstitial nephritis, vasculitis,
rhabdomyolysis and arteriolar insults. All these conditions are
known as Intrarenal. The rest 5% approximately represented as Post
renal may result from several factors such as hypertrophy of
prostate, tumour, calculus, carcinoma, neurogenic bladder, clot, and
stricture.

2- Chronic Renal Failure (CRF)

In this type, the advancing defeat of kidney functions occurs when
the creatinine levels increased for function of a minimum of 3
months or the analysed glomerular filtration rate (GFR) is below 60
ml per minute / 1.73m2 and this will lead to using dialysis or
transplantation and this condition called end-stage renal
disease(ESRD). The main causes of chronic renal failure are
diabetes mellitus type2 and Hypertension.

The second common causes are Glomerulonephritis, Polycystic
kidney diseases and renal vascular diseases. Other identified causes,
such as nephrolithiasis, persistent obstruction of the urinary tract,
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Vesicoureteral reflux, pyelonephritis, and recurrent kidney
infections [6].

The Linear Discriminant Function — Two Groups[1],[7]
1-Calculate the mean for the two groups by:

For the first group:

ni
- =1 Xki
X; ™ _ 21;111 ki )
j=12.. ... k
For the second group:
n2
- i1 Xki
X; @) _ 21;112 ki )
=12 k

2-Determine the difference between means for each variable for two
groups by:

_ D _ 4@
d=x"-X 3)

j=12. ... k
Then applying the differences in vertical vector with the symbol d

Where:
d= l : }
dy kx1

3-Determine the sum of squares for each variable for both groups

by:
For the first group:

1 ™ (Z 1 X1i )?
SP=) . xfh— 4)
1=

For the second group:
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n2 112
Sj(];):z e Ei2ix)? )

i=1 n,

In addition, finding the product for each two variables in every
group by using the next formula:
For the first group:

) "
Syt = Zi—l Ceij = %) = (0 — %77)

= Z xij xji _ (Zl—l lj)(zl_l ]l) (6)
i=1 ny
For the second group:
nz
Si(jZ) = Z Oy —x7) — (x5 — x7)
=
n2 Tl_z X+ n_Z X
= z xij xji _ (Zl—l l])(zl_l ]l) (7)
i= n,

4-finding the combined variance between the two groups by:
€3] 3]
Sii- + 9
ng+n, —2
=12 n

5- applying the combined covariance in the groups by:
s® 4@

Vy = n, +n, — 2
Wherei #j and i,j=1,2........ k
By using the equations 8 and 9 the variance and combined
covariance is:

(8)

Vi =

)

v11 IZV R Ulk'l
| U1 UZZ ...... Vi |
(10)
|~Uk1 Vg22 «or ven vkkJ
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6-setting the linear discriminant equation as following:

L=axq +azxy; + oo .. + apxp; (11)
Where:
[0 SR PR ay Factors of linear discriminant equation
X1y Xgj een e en x;Variablesof linear discriminant equation
It is calculated by:

Va =d

Where:

a=V1d (12)

To determine the relative importance of each variable it is possible
to use the following formula:

a; = a;[Vy(13)
By comparing the absolute values of «;, the largest value means that
xithecontrast is the most important variable, which is able to
discriminate between the two groups, the second largest value
means that the contrast variable is the second important variable
which is able to discriminate between the two groups.
7- Significant test of discriminant linear function:
The significance of discriminant linear function examined by:
First: F test
F test supports to examination of the ability of independent variables
to impact on linear discriminate function, see table 1.

Table 1. Ftest table

Source SS Df MS F
Between x’s SSB k-1 Msg Msg
Error with x’s SSE n-k Mse Mse
Total SST n-1
Where:

1- Sum of squared errors (SSE)

SSE = D? = a;d;, + aydy ... ... ... + agdy
2- Sum of squares between groups (SSB)
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nin,

SSB =
(ny +ny)(ng +n, — 2)

X (DZ)Z

3- Total sum of squares (SST)

SST = SSB + SSE
To examine the hypothesis
Hy: The function is not able to discriminate
H;: The function is able to discriminate
Second: T test
The examination is arranged up by
Ho:pip1 = Uiz

Hy = pp1 # i
By the formula:
Ly — Ly

1 1
St
8-Separation point:

The separation point is the point that separates the two groups; In
addition, it is used to classify any new signaller case to any group it
belongs to.

t =

IfL7 > L;

Then the new case belongs to the first group if the discriminants
value is

L> %(LI +L3) (14)

In addition, the new case belongs to the second group if the
discriminants value is:

1
L< E(LI + L) (15)
If L7<L;
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Then the new case belongs to the first group if the discriminants
value is :

L< %(L; +L3) (16)

In addition, the new case belongs to the second group if the
discriminants value is:

L> %(L; +L3) (17)

9-Error rate:

There are two types of error:

1- Virtual error rate

It is calculated according to table 2.

Table 2.The classification of virtual error rate

Real group Followed to the Followed to the Total
first group second group
First nyq Ny, n,
Second Nyq Ny, n,
Where:

ny,: The number of cases in the first group and discriminated in the
first group correctly,

n4,: The number of cases in the first group and discriminated in the
second group incorrectly,

n,,: The number of cases in the second group and discriminated in
the first group incorrectly,

n,,: The number of cases in the second group and discriminated in
the second group correctly.

Ny, +n
E = 12 21 (18)
Ny + Ny +NypNy;

E: Is the error rate

Thus, % the error to discriminate in the first group, % the error to
1 2
discriminate in the second group
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2- The real error:
It is calculated according to the following formula:

—/D?
P12:P21:Fl > l (19)

Where:

F: Normal distribution function,

D?:Mahalanobis formula= a;d; + a,d; ... ... ... + apdy

Whenever the discriminate error is small indicates the accuracy of
the discriminate process.

Statistical data

Data was collected from Tobruk Medical Center records with
sample size of 238 for acute renal failure and 223 for chronic renal
failure by comprehensive survey to the electronics patients' files
between 2022 and 2024. Furthermore, data were entered and
analysed using R programming language.

By using the variables (age, fast blood sugar, urine, creatinine,
albumin, uric acid, phosphate, white blood cells, platelets, and
hemoglobin),the variables defined according to the patients' files,
after consulting the specialists. The data was ordered and codingby
table 3:

Table 3. The defination of each variable

Agex, Fast blood Urinex; Creatininex, Albuminxg
sugarx,

Uric acid x | Phosphate x, | White blood | Platelets x, | Hemoglobin x4,
cells xg

Result of linear discriminant
1-Determine the difference between means for each variable for two
groups as the following:
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[ — 5.296 7
4.977
67.236
6.987
2.524
0.063
1.821
—1.215

— 27.258

L —1.835

2-Coefficients of linear discriminants:

Calculating combined covariance by using combined variance
between the two groups and setting the coefficient of linear
discriminant by equation 1:

L =— 1.482 — 0.0068x,+0.0019x,+0.0002x5+0.3287x,
+0.0056x5—0.0479x4+ 0.01943x,—0.0065x4

—0.0007xo — 0.0244x,,

3-The order of the relative importance of each variable
From equation 13, the importance of each variable ordered in
descending order after ignoring the negative sign is confirmed in

table 4.
TAable4. The order of the importance of each variable
Th(_e orfjer of the Variable ar = ai\/V_ii
relative importance
1- Xy 1.501
2- Xy 0.161
3- X10 0.151
4- Xy 0.111
5- X5 0.104
6- Xe 0.091
7- Xq 0.062
8- Xy 0.041
9- Xg 0.036
10- X3 0.012
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The table illustrates the relative importance of each variable, and it
is clear that the most important variable to determine the type of
renal failure is creatininex, next that are fast blood sugar x,,
hemoglobin x,,, age x;, albumin xg, uric acid x4, platelets xo,
phosphate x, and white blood cells xg. On the other hand, the less
important variable to determine the renal failure is Urine x;

4-significant test of discriminant linear function:
First: F test

Table 5. F test result

Source SS Df MS F
Between x’s 1.535 9 0.17 30.99
Error with xX’s 2.474 451 5.4x 1073
Total 4.009 460

Fy05(9,451) = 1.9006
It is clear that the computing F is more than critical value, the null
hypothesis rejected the function is able to discriminate.
Second: T test

Table 6.T test result

Confidence interval Mean P value Df T
95% differences

Lower Upper
2.289703 | 2.658546 247412 2.2e-16 409.86 26.372

Since the p value of the T test is about 2.2e-16 and this value is les
s than 0.5, that means rejecting the null hypothesis and accepting t
he alternative hypothesis. As a result, the linear discriminant is abl
e to disseminate between two groups.

5- Separation point:

L7: the average of acute = -1.149

L3 the average of chronic = 1.280

The separation pointl, = 2221280 — g 9655
So,inLy < L3
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If the new variable is less than the separation point, it belongs to the
first group(ARF),but if it is bigger, it belongs to the second group
(CRF).

6- Error rate

1- Virtual error rate

It is calculated according to table 7.

Table 7. Result of virtual rate

Real group ARF CRF
ARF 217(91.1%) 21(8.8%)
CRF 32(14.3%) 191(85.7%)

From the table it noticeable that the percentage of correct
classification (88.5%), also the percentage of correct classification
of acute (91.1%) and the correct classification of chronic (85.7%)
and the incorrect classification of chronic and acute are (14.3%) and
(8.8%) respectively. In contrast, the incorrect classification is
(11.5%).This is a small incorrect classification depending on the
virtual error rate.
2- Real error rate
D? = 2.474

—\2.4742
Py, =py =F —

F[—0.786] = 0.217
Very small real error rate means the error of classification is very
small.

Result

1- The linear discriminant analysis can classify the two types of
renal failure with an 88.5% correct classification, which means an
11.5% incorrect classification.

2- The linear discriminant analysis has very low incorrect
classifications of chronic and acute (14.3%) and (8.8%),
respectively.

3- Creatinine is the most important variable affecting renal failure;
the following variables are fast blood sugar and hemoglobin.
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4-  The result shows a very small real error rate that leads to small
error of classification.

Conclusion

The objective or the purpose of this study was toclassify renal failure
diseases whether acute renal failure (ARF) or chronic renal failure
(CRF) based on linear discriminant analysis (LDA). The result
concluded that the linear discriminant analysis can classify the two
types of renal failure with small low incorrect classification.

Recommendation

1- Improve the resources for collecting data in the Ministry of
Health to enhance medical research.

2- Apply the linear discriminant analysis to other diseases to
obtain more factors that impact human health and well-being.

3- Take advantage of the result of the linear discriminant analysis
to decrease the reasons for renal failure.
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